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Neutron diffraction experiments have been carried out to characterize the magnetic structures and order parameters in
an intermediate phase of NdB4 showing the successive phase transitions at T0 = 17.2K, TN1 = 7.0K, and TN2 = 4.8K.
We have revealed the antiferromagnetic ordering with the propagation vectors q0 ¼ ð0; 0; 0Þ, q0 and qs1 ¼ ð�; �; 0:4Þ
(δ ∼ 0.14), and q0 and qs2 ¼ ð0:2; 0; 0:4Þ in phase II (TN1 < T < T0), phase III (TN2 < T < TN1), and phase IV (T < TN2),
respectively. The observed patterns in phase II are successfully explained by postulating a coplanar structure with static
magnetic moments in the tetragonal ab-plane. We have found that the magnetic structure in phase II can be uniquely
determined to be a linear combination of antiferromagnetic “all-in=all-out”-type (Γ4) and “vortex”-type (Γ2) structures,
consisting of a Γ4 main component (77%) with a small amplitude of Γ2 (23%). We propose that the quadrupolar
interaction holds the key to stabilizing the noncollinear magnetic structure and quadrupolar order. Here, the frustration in
the Shastry–Sutherland lattice would play an essential role in suppressing the dominance of the magnetic interaction.

1. Introduction

Geometrical frustration can cause unusual quantum states,
which are mostly suppressed by dominant exchange
interactions. A simple magnetic long-range order (i.e., Néel
state) may become energetically unfavorable or even unstable
as a consequence of conflicting magnetic intersite interac-
tions. This results in novel quantum states such as spin ice
and spin liquid,1–5) or unusual partial order in a series of
successive transitions with a complicated magnetic phase
diagram.6–8) Typical examples include triangular, kagome,
and pyrochlore lattices and hexagonal ATX3 compounds
(A = Rb, Cs; T = Co, Ni; and X = Cl, Br). As for CsCoCl3,
CsNiBr3, and CsNiCl3, the magnetic chains of transition
metals form triangular lattices. The spin frustration among
the chains realizes the successive magnetic transitions and
leads to a partial disorder on triangle lattices in an
intermediate phase or the ordering of the c- and ab-
components at different temperatures.6–8) The Shastry–
Sutherland (SS) lattice is also one of the intriguing systems
with geometrical frustration, in which the strengths of intra-
and interdimer interactions can control quantum spin states.9)

SrCu2(BO3)2 is an archetypal quantum magnet with a spin
gap between a singlet-dimer ground state and a triplet, whose
spin excitations show weak band dispersion due to the
Dzyaloshinskii–Moriya (DM) interaction.10–12)

A recent analog of the SS lattice has been confirmed in
rare-earth tetraborides, RB4. This series crystallizes in a
tetragonal structure belonging to the space group D5

4h–

P4=mbm except for R = Pm and Eu, and is isostructural to
ThB4.13,14) Figure 1 shows the crystal structure of RB4. The
R sublattices in the ab-plane form an array paved by squares
and triangles, which is topologically equivalent to the SS
lattice. The thick lines in the h110i directions correspond
to the SS dimers with the nearest-neighbor coupling. The
dashed thin lines represent the second nearest neighbors. The
R atoms also lie at the top and bottom of the center of seven-

membered rings consisting of B2 and B3 borons. The R sites
have orthorhombic C2v symmetry.

Note that many of RB4 (R = Tb, Dy, Ho, Tm, Pr, Nd, and
Sm) show successive magnetic transitions.15–18) Moreover,
most of RB4 exhibit antiferromagnetic transition(s) apart
from paramagnetic CeB4 and YbB4.19,20) The emerging
magnetic order parameter in the RB4 family is attributed to
the localized nature of 4f electrons with large effective
moments interacting via the Ruderman–Kittel–Kasuya–
Yoshida (RKKY) interaction. Recently, the existence of

Fig. 1. (Color online) Projection view of the crystal structure of RB4 onto
the ab-plane. The large spheres correspond to R atoms, lying in the z ¼ 0

plane. The small black, white, and gray spheres correspond to boron B1, B2,
and B3 atoms, respectively. The B1 and B3 atoms form octahedra. The B2
and B3 atoms form seven-membered rings in the z ¼ 0:5 plane. The thick
lines in the h110i directions denote the Shastry–Sutherland dimers with the
nearest-neighbor coupling. The dashed thin lines represent the second nearest
neighbors.
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unusual magnetic successive transitions with the fractional
magnetization plateaus of TbB4 and TmB4 has attracted
interest.21–26) In particular, the successive transitions in DyB4

and HoB4, which are accompanied by a partial magnetic
order coupled to a quadrupole order parameter, have been
studied extensively.27–30)

NdB4 has also been found to exhibit successive phase
transitions at T0 ¼ 17:2K, TN1 ¼ 7:0K, and TN2 ¼ 4:8K.17)

In the previous study involving magnetic susceptibility and
specific heat measurements, the zero-field magnetic phases
are established as follows: paramagnetic phase I (T > T0),
phase II (TN1 < T < T0), phase III (TN2 < T < TN1), and
phase IV (T < TN2). The specific heat shows two λ-type
anomalies at TN1 and T0, and a first-order-like anomaly at
TN2. The magnetic entropy of R ln 2 and R ln 4 is released
approximately at TN1 and T0, respectively, indicating that
the ground state of the crystalline electric field (CEF) is a
pseudo-quartet consisting of two Kramers doublets. This
pseudo-quartet carries the magnetic dipole and electric
quadrupole degrees of freedom. The magnetic susceptibility
for the easy c-direction exhibits clear antiferromagnetic
anomalies at TN1 and TN2. It is notable that only the
susceptibility within the ab-plane exhibits a tiny cusp
anomaly at T0. Additionally, no spontaneous magnetization
is observed. These results can allow us to interpret that the
c- and ab-components of the magnetic moments of Nd3+ ions
order independently at different temperatures. Nevertheless,
the ordered state (especially in phase II) of NdB4 has not
been identified yet.

In this work, we focus on the magnetic structures and
effects of geometrical frustration in NdB4. We have
performed neutron diffraction experiments and have deter-
mined the magnetic structure of phase II. We discuss
multipolar order parameters and the role of geometrical
frustration on the basis of the magnetic structure which has
not been found in the other RB4 compounds.

2. Experimental Procedure

High-quality NdB4 single crystals were grown by the
floating zone method in a four-ellipsoidal mirror-type image
furnace. The 11B isotope enriched to 99.5% was used
wherever possible to keep away from the strong neutron
absorption of 10B contained in natural boron. A polycrystal-
line powder sample of 7.1 g was prepared by crushing the
single crystals. A rectangular single crystal with dimensions
of 4 � 2 � 2mm3 was used in single-crystal experiments.

Neutron powder diffraction data were collected on the
wide-angle neutron diffractometer WAND (HB-2C) installed
at the High Flux Isotope Reactor (HFIR) in the Oak Ridge
National Laboratory (ORNL), U.S.A. An incident neutron
beam of 1.4827Å wavelength was obtained from a Ge(113)
monochromator. The diffraction patterns were analyzed by
the Rietveld refinement method with the software FullProf.31)

Representational analysis was employed using the software
SARAh to deduce symmetry-allowed magnetic structures
that were constrained with the crystallographic symmetry at
the paramagnetic state and the propagation vector(s) of the
magnetic ordering.32,33) A part of the crystal and magnetic
structures was drawn with the aid of the software VESTA.34)

To avoid the strong multiple scattering in NdB4, neutron
single-crystal diffraction experiments were carried out using

long-wavelength neutrons on the cold neutron triple-axis
spectrometer LTAS (C2-1) installed at the research reactor
JRR-3 in the Japan Atomic Energy Agency (JAEA). Incident
neutrons of 4.8332Å wavelength were generated by the
PG(002) reflection of the pyrolytic graphite monochromator.
The higher-order contaminations were removed using a
cooled Be filter placed in front of the sample. The horizontal
collimation was set in the condition of (guide)–800–800–
(open).

3. Results

3.1 Neutron diffraction experiments
Figure 2 shows neutron powder diffraction patterns of

NdB4 measured at (a) 30K in the paramagnetic phase I and
(b) 1.5K in the lowest-temperature phase IV. The intensity
variations of the diffraction patterns in phases II, III, and IV
are also shown in Fig. 2(b) as differences with the diffraction
pattern at 30K. As shown in Fig. 2(a), the crystal structure
at 30K was refined by the conventional Rietveld method
and well explained with the tetragonal structure published
previously with the space group P4=mbm. Crystallographic
sites of atoms in NdB4 are as follows: Nd (4g: x; x þ 0:5; 0),
B1 (4e: 0; 0; z), B2 (4h: x; x þ 0:5; 0:5), and B3 (8j: x; y; 0:5).
A summary of the obtained parameters and the reliability
factors are listed in Table I. However, the isotropic atomic
displacement parameters Biso were fixed to BisoðNdÞ ¼ 0:4Å2

Fig. 2. (Color online) Neutron powder diffraction patterns for (a) phase I
at 30K and (b) phase IV at 1.5K of NdB4. The plus marks and dotted lines
are the observed patterns. The thin solid line in (a) is the calculated powder
pattern. Difference between the observed and calculated patterns is plotted in
(a) as the thick solid line. Vertical bars represent the calculated positions of
the nuclear peaks. The thermal evolutions of magnetic reflections at 1.5K,
6.0K (phase III), and 10.5K (phase II) are obtained by subtracting the
pattern at 30K and shown concurrently in (b) as the thick solid lines.
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and BisoðB1Þ ¼ BisoðB2Þ ¼ BisoðB3Þ ¼ 0:15Å2 during all
analyses.

In phase II, the growths of the integer hkl reflections are
observed, which includes the forbidden reflections h00
(h ¼ odd) and 0kl (k ¼ odd), indicating the existence of an
antiferromagnetic order with the propagation vector q0 ¼
ð0; 0; 0Þ. In phases III and IV, weak satellite reflections are
observed, for example, at around 2� ¼ 25 and 29° as shown
in Fig. 2(b) in addition to the increases in the magnetic
reflections with q0. Figure 3 shows the temperature de-
pendence of the integrated intensities of magnetic ð1; 0; 0Þ,
ð1; 1; 0Þ, ð0; 0; 1Þ, and ð2; 0; 0Þ þ ð1; 0; 1Þ reflections. The
magnetic ð1; 1; 0Þ and ð2; 0; 0Þ þ ð1; 0; 1Þ reflections emerge
clearly below T0 and show increases related to the primary
order parameter with decreasing temperature. In contrast,
note that the magnetic ð1; 0; 0Þ reflection is of the induced
type; the ð1; 0; 0Þ intensity is not recognized in the vicinity
of T0 within the experimental accuracy and gradually
develops below the temperature (around 10K) much less
than T0.

The propagation vectors of the magnetic structures in
phases III and IV were determined by neutron single-crystal
diffraction experiments. Figure 4 shows the temperature
dependence of the integrated intensities at (a) commensurate
ð1; 0; 0Þ and ð1; 0; 1Þ positions, and (b) satellite ð1:86; 0:14;
0:4Þ, ð1:8; 0; 0:4Þ, and ð2; 0:2; 0:4Þ positions. The onsets of
phase transitions derived from the integrated intensities are
well-marked and in good agreement with macroscopic
properties in a previous study.17)

As well as in the polycrystalline measurements, the
ð1; 0; 0Þ reflection is not observable just below T0 within

the experimental accuracy. The ð1; 0; 0Þ intensity increases
gradually with decreasing temperature, and grows abruptly
below TN2. The magnetic ð1; 0; 1Þ reflection exhibits an
order-parameter-like increase below T0. With decreasing
temperature, the satellite ð1:86; 0:14; 0:4Þ emerges below TN1

and vanishes suddenly at TN2, while the satellite ð1:8; 0; 0:4Þ
and ð2; 0:2; 0:4Þ intensities jump up below TN2.

Consequently, our diffraction experiments on a single-
crystal sample could bring out the antiferromagnetic ordering
with q0 ¼ ð0; 0; 0Þ, q0 and qs1 ¼ ð�; �; 0:4Þ where � � 0:14,
and q0 and qs2 ¼ ð0:2; 0; 0:4Þ for phases II, III, and IV,
respectively. The satellite reflections at around 2� ¼ 25 and
29° in the powder diffraction experiments were also explained
well within the instrumental resolution by ð2; 0; 1Þ � qs1 (or
qs2) and ð0; 0; 1Þ þ qs1 (or qs2), respectively.

3.2 Model construction of magnetic structure in phase II
Figure 5 shows the symmetry-allowed 12 magnetic

structure models in phase II given as basis vectors of
irreducible representation for the Nd 4g site in the space
group P4=mbm with q0 ¼ ð0; 0; 0Þ. The Landau theory of
second-order phase transitions states that only one represen-
tation can be involved in a critical transition. We therefore
chose the basis vectors of the irreducible representations �2,
�4, �6, and �8 as the candidate for a magnetic structure
model in phase II. This choice was made under the following
conditions for the magnetic moments mi from existing
experimental results and our hypotheses:
(1) no ferromagnetic moment ðPunit cell

i mi ¼ 0Þ;
(2) the planer magnetic moments mi in the ab-plane; and
(3) the same jmij for all Nd sites.

Fig. 3. (Color online) Temperature dependence of the integrated inten-
sities of magnetic ð1; 0; 0Þ, ð1; 1; 0Þ, ð0; 0; 1Þ, and ð2; 0; 0Þ þ ð1; 0; 1)
reflections obtained from the neutron powder diffraction experiments. The
solid lines are guides to the eye.

Fig. 4. (Color online) Temperature dependence of the integrated inten-
sities of some magnetic reflections measured by the neutron single-crystal
diffraction experiments: (a) commensurate ð1; 0; 0Þ and ð1; 0; 1Þ reflections,
and (b) satellite ð1:86; 0:14; 0:4Þ, ð1:8; 0; 0:4Þ, and ð2; 0:2; 0:4Þ reflections.
The insets show the measured satellite positions in the ðh; k; 0:4Þ plane.

Table I. Crystallographic parameters and reliability factors (R-factors)
obtained from the Rietveld refinement for NdB4 at 30K.

Atom Site x y z

Nd 4g 0.3180(5) ¼ x þ 0:5 0
B1 4e 0 0 0.2071(11)
B2 4h 0.0881(5) ¼ x þ 0:5 0.5
B3 8j 0.1728(5) 0.0362(6) 0.5

a ¼ b ¼ 7:2346ð3ÞÅ, c ¼ 4:1101ð3ÞÅ
Rwp ¼ 8:45%, Rexp ¼ 4:91%, RBragg ¼ 4:44%, �2 ¼ ðRwp=RexpÞ2 ¼ 2:96
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At first, we can immediately rule out the planar �9-1 and
�9-3 models and the axial �3, �5, and �10 models due to
conditions (1) and (2). Secondly, the in-plane collinear �9-2
and �9-4 models cannot explain the diffraction data. The
mixing of these collinear structures with noncollinear
structures �2, �4, �6, or �8 does not satisfy condition (3).
Moreover, almost all RB4 (R = Gd,35) Tb,36) Dy,28) Ho,29)

Er37)) have antiferromagnetic correlations in SS dimer bonds
except for TmB4 with axial magnetic structures along the
c-axis.24,25) Therefore, we consider that it is reasonable to set
aside �9 representations with ferromagnetically coupled
dimer bonds at an early stage.

The remaining four noncollinear structures are character-
ized by the arrangement of the local moments in a unit cell:
“vortex” (�2), “two-in two-out” (�6), “all-in=all-out” (�4),
and “rhombus” (�8), where all the magnetic moments are
parallel to the h110i diagonal directions. The angle between
two magnetic moments is 90° in a pair with the displacement
of a half unit cell along the a-axis (and also along the b-axis).
Thus, the magnetic moments are described as a superposition
of ferromagnetic (FM) and antiferromagnetic (AFM) modu-
lations. The four structures can be classified into two groups
according to the modulations:
(i) �2 and �6 with longitudinal FM and transverse AFM

modulations; and
(ii) �4 and �8 with longitudinal AFM and transverse FM

modulations.
The “longitudinal” and “transverse” here denote the modu-
lation parallel and perpendicular to the reciprocal vector along
the a�-axis, respectively. For example, Fig. 6 shows the
magnetic modulations of a pair separated by the distance a=2
along the a-axis. In group (i), the longitudinal a-components
(open arrows) are FM, while the transverse b-components
(filled arrows) are AFM, and vice versa in group (ii). Since
the transverse component ofmi perpendicular to the scattering
vector Q contributes the magnetic neutron scattering
amplitude, no scattering cross section exists for the longi-
tudinal component of mi. Therefore, the ð1; 0; 0Þ reflection,
which is forbidden by the crystal symmetry, can be expected
in group (i) with the transverse AFM modulation, while it is
absent in group (ii) with the longitudinal AFM modulation.

The ð1; 1; 0Þ reflection can be considered in a similar
manner, and the calculations of magnetic structure factors
indicate that both the ð1; 0; 0Þ and ð1; 1; 0Þ intensities are
important to distinguish the remaining four structures. The
bars in Fig. 7 show the calculated result of the polycrystalline
averaged intensities for the basis magnetic structures of �2,
�4, �6, and �8 with the experimental data obtained in
phase II at 7.5K. The intensities of nuclear reflections and
background in the paramagnetic phase at 30K are subtracted
from the experimental data. The observed and calculated data
were normalized at the intense ð1; 0; 1Þ reflection. The
calculated ð1; 0; 0Þ and ð1; 1; 0Þ intensities are listed in
Table II for easier comparison.

The following considerations lead us to conclude that the
�4 structure is the main component in phase II. We observed
experimentally both the ð1; 0; 0Þ and ð1; 1; 0Þ reflections, but
there are remarkable discrepancies in the emergence of the
ð1; 0; 0Þ and ð1; 1; 0Þ reflections. The intensity of the ð1; 0; 0Þ
reflection is very weak, and does not show the temperature
dependence of a primary order parameter but of the induced
type, as can be seen in Figs. 3 and 4. Therefore, the �2 and

Fig. 6. (Color online) Grouping of the possible structure models �2, �4,
�6, and �8 by the magnetic alignments of the longitudinal a-component
(thick open arrows) and transverse b-component (thick filled arrows) of
magnetic moments in a pair with the displacement of a half unit cell along the
a-axis. Group (i) indicates that the a- and b-components are ferromagnetic
and antiferromagnetic, respectively, while vice versa in group (ii).

Fig. 7. (Color online) Comparison between the observed intensities
(circles) of the magnetic reflections in the powder data at 7.5K and the
calculated ones (triangles and squares with bars) for the basis vectors �2, �4,
�6, and �8 below 2� ¼ 33°. Both intensities are normalized at the intense
ð1; 0; 1Þ reflection.

Fig. 5. (Color online) Decomposed sets in terms of the irreducible
representations �� and the associated basis vectors of the Nd 4g site in the
space group P4=mbm with q0 ¼ ð0; 0; 0Þ calculated using the software
SARAh.32,33)
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�6 structures in group (i), which are accompanied by the
strong ð1; 0; 0Þ reflection, are not definitely the main
component. Meanwhile, the ð1; 1; 0Þ reflection is conspicuous
and its temperature dependence reflects the primary order
parameter as shown in Fig. 3, but the �8 structure in
group (ii) does not involve the ð1; 1; 0Þ reflection at all, as
shown in Fig. 7 and Table II. As a result, we concluded that
the �4 structure should be the main component and we tried
to explain the discrepancy from the experimental results,
especially the existence of the weakly induced ð1; 0; 0Þ
reflection, by mixing with the other three structures �2, �6,
and �8 as a minor component.

We have subsequently found that the mixing of �2 into �4

(henceforth expressed as �4 þ �2 or �4 � �2), namely, the
structure consisting of a �4 main component with a small
amplitude of �2, was the unique structure model in phase II
of NdB4. The microscopic mixing of �4 þ �2 is equivalent to
the rotation of magnetic moments from the h110i directions
with the angle φ in the ab-plane, which corresponds to a
linear combination of �4 and �2. The intensity of ð1; 0; 0Þ
increases with increasing �2 component, in other words, with
the increase in the transverse antiferromagnetic component
accompanied by a rotation of the �4 arrangement with φ.

The case of �4 þ �6 can be immediately ruled out because
the magnetic moments with two different sizes are generated
after mixing. This is not allowed by the previously described
condition (3). The magnetic moment at each site in �6 is
either parallel or antiparallel to that at the same site for �4. As
a consequence of the mixing, the magnetic moments increase
at the parallel sites or decrease at the antiparallel sites.

It is easily understood that �4 þ �8 is equivalent to the
rotation �’ of magnetic moments in the ab-plane, where the
sign depends on the Nd site. Therefore, the moment size
remains the same for all sites. However, we do not expect
the emergence of the ð1; 0; 0Þ reflection in �4 þ �8 since
each component of �4 and �8 has only longitudinal AFM
modulation, which does not contribute to the magnetic
neutron scattering amplitude.

Finally, the combinations of three basis structures includ-
ing �4 are not appropriate because the forbidden pair of either
�4 þ �6 or �2 þ �8 is surely included in those combinations.
�2 þ �8 is also the case that the magnitudes of magnetic
moments are not the same for all sites. The mixing of all four
structures is also excluded because of the same reason.

Since it is impossible to distinguish between the micro-
scopic and macroscopic mixings by the nonpolarized neutron
powder experiments, the macroscopic coexistence with the
�4 and �2 domains cannot be ruled out at this stage.
However, we have observed simple CEF excitations below
6meV at the lowest temperature by inelastic neutron
scattering experiments, indicating that the Nd3+ ions in the
ordered states are uniform and of single site. Therefore, we
consider that a microscopic mixing, rather than a macro-
scopic one, of �4 and �2 is very likely.

We have preliminarily estimated that A�2
=A�4

’ 1=3 is in
good agreement with the intensities of magnetic reflections
observed at 7.5K, where A�2

and A�4
denote the amplitudes

(magnetic moments) of �2 and �4, respectively. This
agreement is also recognized as experimental evidence that
the c-component of the magnetic moment is negligibly small
in phase II, and is consistent with the component-separated
ordering of the magnetic moment on the ab-plane proposed
from the magnetic susceptibility measurements.17) The tan’,
namely, A�2

=A�4
, can be estimated from the intensity ratio

I100=I110 as

tan’ ¼ A�2

A�4

¼ jcosð2�xÞj
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
I100=½ð f100Þ2L100�
I110=½ð f110Þ2L110�

s
;

where x ¼ 0:318 is the coordinate parameter for the Nd atom,
fhkl is the magnetic form factor, and Lhkl is the Lorentz factor
for given indices. This simple relation is easily derived from
the analytical expression of the magnetic structure factors
simplified by the fact that the ð1; 0; 0Þ and ð1; 1; 0Þ reflections
arise from only �2 and �4 structures, respectively. Figure 8
shows the temperature dependence of the rotation angle φ
in phase II when the microscopic mixing of the �4 and �2

structures occurs. We have found that φ is nearly zero at T0,
indicating magnetic moments in the h110i diagonal direc-
tions. This fact corresponds to the critical behavior of the
single irreducible representation �4 near the second-order
transition temperature T0, and is consistent with the Landau
theory. With decreasing temperature, φ increases gradually
up to slightly over 17° at TN1. The temperature variation of φ
can be reasonably understood from the difference in the
temperature dependence of I100 from that of I110, which
means that the intensity ratio I100=I110 is not constant in
phase II.

3.3 Magnetic structure refinements
We refined the magnetic structure for phase II by Rietveld

least-squares fitting of powder patterns. First of all, the
magnetic structure at 10.5K could be refined with the �4

structure alone, being attributed to the negligibly small �2

component within experimental error. Figure 9(a) shows the
observed (plus marks), calculated (thin solid line), and those
difference (thick solid line) profiles. The upper and lower
vertical bars indicate the positions of the nuclear and

Table II. Extracted list of the calculated 100 and 110 intensities in
arbitrary unit for the �2, �4, �6, and �8 structures.

�2 �4 �6 �8

Icalð100Þ 63.4 0 63.4 0
Icalð110Þ 0 14.7 14.7 0

Fig. 8. (Color online) Temperature dependence of the rotation angle φ of
the magnetic moments from the h110i directions in the ab-plane below T0.
The dashed line is a guide to the eye.
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magnetic Bragg reflections, respectively. The obtained
structural parameters, magnetic moments, and reliability
factors are given in Table III(a). After that, we carried out
the magnetic structure refinement with the �4 � �2 model
using the data at 7.5K. As shown in Fig. 9(b), the observed
diffraction pattern at 7.5K is well reproduced by our model
calculation and the reliability factors are satisfactorily small.
The refined parameters, magnetic moments, and reliability
factors at 7.5K are summarized in Table III(b). The ratio of
each component in the magnetic structure was approximately
�4 : �2 ¼ 1:98ð8Þ�B : 0:60ð7Þ�B. Therefore, the magnitude
of the total magnetic moment was evaluated to be 2.1(2) �B
at 7.5K. Since phase II is not a ground state but a high-
temperature phase and there are CEF effects acting on Nd3+

ions in tetragonal symmetry, the resultant magnitude
2.1(2) �B of the magnetic moment is reasonably sufficient
in phase II compared with the full moment of 3.62�B for
the free Nd3+ ion. Moreover, it is also expected that the
c-component of the magnetic moments will emerge at lower
temperatures. Therefore, a larger magnetic moment can
develop in the lowest temperature phase.

As shown schematically in the inset of Fig. 9(b), all the
magnetic moments mNd point almost to the center of the unit
cell with the rotation of ’ ¼ 16:9° for �4 � �2. This result
suggests the rotation of the 4f orbital coupled with magnetic
moments via spin–orbit interaction. By the way, the two
structures �4 � �2 are different. However, we could not
differentiate the two structures by means of powder
diffraction. For this purpose, a polarized neutron experiment
on a single domain sample is necessary.

As for phases III and IV in NdB4, although we have some
candidates for magnetic structures, the final structures have

not been determined yet. The magnetic susceptibility data
suggest the order of the magnetic c-component hJzi below
TN1, which should therefore be accompanied by the
incommensurate modulation with qs1 and probably main-
tained also in phase IV with qs2. These incommensurate
modulations coexisting with q0 become the source of many
magnetic reflections. However, the limited resolution and
magnetic signal-to-background ratio were insufficient.

The intensity of antiferromagnetic reflections with q0

exhibits no significant change at TN1 as shown in Figs. 3
and 4. Therefore, we consider that the �4 � �2 structure
remains stable in phase III. In this case, the incommensurate
modulation qs1 of the c-component will correspond to the
order parameter of the second-order transition at TN1. In
phase IV, however, we observed a remarkable increase in the
ð1; 0; 0Þ reflection and a small upturn of the ð1; 0; 1Þ reflection
below TN2. This may be interpreted with a significant
increase in the �2 component, or may indicate a marked
change in the magnetic structure for q0 modulation. Since the
transition at TN2 is of first order, any combination without
ferromagnetic components (�3, �9-1, and �9-3) will be
allowed from the group theoretical viewpoint. When the
c-component exists also for q0 modulation, we expect either
�5 or �10, or those mixing. These components can be
separately clarified by neutron spin polarization analysis.

4. Discussion

In phase II of NdB4, the antiferromagnetic ordering
characterized as a noncollinear arrangement was reproduced
mainly by the “all-in=all-out”-type �4 structure as shown in
Fig. 10. The magnetic moments in the ab-plane are almost
parallel to the h110i diagonal axes, involving hJxi and hJyi
as static and finite magnetic order parameters. We consider a
possible scenario for this type of antiferromagnetic order
parameter based on the geometrical frustration effect.

The two-dimensional Nd lattice can be regarded as the SS
lattice, which produces frustration among the orthogonal
dimers when the intradimer coupling is antiferromagnetic.
Actually, the nearest-neighbor (intradimer) coupling of
magnetic moments is antiparallel in �2, �4, �6, and �8

Fig. 9. (Color online) A result of the Rietveld analysis and obtained
magnetic structure for phase II at (a) 10.5K and (b) 7.5K. The magnetic
structures are schematically shown only in the ab-plane.

Table III. Refined structural parameters, magnetic moments, and
reliability factors for NdB4 at (a) 10.5K (�4 structure) and (b) 7.5K
(0:77�4 � 0:23�2 structure).

(a)

Atom Site x y z

Nd 4g 0.3177(5) ¼ x þ 0:5 0
B1 4e 0 0 0.2064(11)
B2 4h 0.0884(5) ¼ x þ 0:5 0.5
B3 8j 0.1731(5) 0.0362(6) 0.5

a ¼ b ¼ 7:2351ð3ÞÅ, c ¼ 4:1099ð3ÞÅ, jmNdj ¼ 1:8ð2Þ�B
Rwp ¼ 8:90%, Rexp ¼ 4:72%, RBragg ¼ 4:56%, Rmagn ¼ 10:5%, �2 ¼ 3:56

(b)

Atom Site x y z

Nd 4g 0.3180(5) ¼ x þ 0:5 0
B1 4e 0 0 0.2071(11)
B2 4h 0.0881(5) ¼ x þ 0:5 0.5
B3 8j 0.1728(5) 0.0362(6) 0.5

a ¼ b ¼ 7:2349ð3ÞÅ, c ¼ 4:1101ð3ÞÅ, jmNdj ¼ 2:1ð2Þ�B
Rwp ¼ 8:84%, Rexp ¼ 4:76%, RBragg ¼ 4:21%, Rmagn ¼ 11:3%, �2 ¼ 3:45
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structures. Moreover, the couplings of local moments
between orthogonal dimers maintain energetic equivalence
with two bonds of second-nearest-neighbor (interdimer)
coupling. Even in the magnetically ordered phase II, the
crystal structure remains stable, thus the frustration survives.
Accordingly, these noncollinear structures have the same
exchange energy including the biquadratic term, which is a
consequence of the frustration in the SS lattice.

The magnetic dipolar interaction also cannot be a driving
force of the �4 “all-in=all-out” structure. For example, it can
be understood that the general dipolar interaction energy in
the �2 “vortex” structure is much smaller than that in the �4

“all-in=all-out” structure. We roughly calculated the inter-
action energies for the four structures. The classical dipole
pair energy between the two dipoles �i and �j separated by
the vector rij connecting site i to site j can be expressed as:

Edd ¼ �0
4�

X
i≠j

�i � �j
jrijj3

� 3
ð�i � rijÞð�j � rijÞ

jrijj5
( )

;

where �0 is the vacuum permeability. The summation is for
all dipole pairs on the lattice, however, counting each dipole
pair only once. For simplicity, the calculation was performed
for sixteen Nd atoms in the four unit cells up to the fourth
nearest neighbors (NNs) as shown in Fig. 10 and as
�i ¼ 1�B. The numbers of the NN, second NN, third NN,
and fourth NN bonds for sixteen Nd atoms are 12, 40, 32, and
22, respectively. The n-th NN distances dn and the direction
vectors rij were estimated from the structural analysis at
7.5K. As a result, the magnitude relation of the interaction
energy Edd=kB was �6ð�0:305KÞ � �2ð�0:108KÞ <
�4ð0:919KÞ � �8ð1:12KÞ, where kB is the Boltzmann
constant.

Here, we consider that the quadrupole may play an
important role, since NdB4 has a pseudo-quartet ground state
composed of two Kramers doublets with different orbitals.
NdB4 is a dipole-quadrupole coupled system, and thus the
quadrupole should be somehow ordered and responsible for
the successive transitions. Actually, this is consistent with the

result of the heat capacity measurement and the magnetic
entropy. We further consider that the quadrupolar interaction
would be an origin of the “all-in=all-out”-type magnetic
structure where magnetic moments are perpendicular to the
long axis of seven-membered boron rings. This situation
will be favorable for the hOxyi electric quadrupole in the
ab-plane, which is probably subject to local crystal field
anisotropy. Therefore, we propose that the �4 structure is
attributed to the quadrupolar order of most likely Oxy-type
(¼ JxJy þ JyJx) moments coexisting with antiferromagnetic
order via spin–orbit coupling in Nd 4f electrons.

It should be pointed out that a similar situation in the ab-
plane is also recognized in the �6 “two-in two-out” structure.
In fact, the ferroquadrupolar interaction of hOyzi and hOzxi
moments coexisting with planar �6 and axial �10 structures
and the accompanying monoclinic distortion have been
revealed by resonant X-ray or neutron diffraction studies in
DyB4 and HoB4.28–30) The schematic view of the magnetic
and quadrupolar structure has been presented in Ref. 29.
These results of DyB4, HoB4, and NdB4 systematically
indicate that the quadrupolar interaction holds the key to what
kind of structure and order parameter will be realized. Here,
the frustration in the SS lattice plays an essential role in
suppressing the dominance of the magnetic interaction.
Namely, the emergence of the noncollinear structures is the
effect of geometrical frustration, or the frustration results
in quadrupoles playing a major role based on the local
properties of 4f electrons and stabilizes not the simple Néel
state but the complex order with the orthogonal structure.
We think that the frustration is lifted at least partly via
quadrupolar interaction. The existence of the large
c-component of magnetic moments in heavy rare-earth
DyB4 and HoB4 may result in a different quadrupole order
parameter and magnetic structure from those of NdB4.

The situation in the �2 “vortex” and �8 “rhombus”
structures is somewhat different from that in �4 and �6

structures. In �2 and �8 structures, all the magnetic moments
are parallel to the twofold axis of seven-membered boron
rings and will be unfavorable for quadrupolar ordering. The
�8 structure has never been observed in the RB4 series, which
is consistent with our consideration that the quadrupolar
interaction is a principal factor for determining the nature of
structures and order parameters in the RB4 series.

On the other hand, the �2 structure has been recognized
in GdB4 and TbB4.35,36) GdB4 shows the antiferromagnetic
order below TN ¼ 42K.15) The magnetic structure is
determined to be the �2-type using spherical neutron
polarimetry.35) Since Gd lacks an orbital moment (L ¼ 0)
and has no quadrupole moment, the magnetic anisotropy is
small. However, the dipolar interaction is identified as the
dominant source of magnetic anisotropy for many Gd
compounds.38) In the case of GdB4, it is shown that the
magnitude relation of the interaction energies for �2 and �4

structures is surely �2 < �4.39) Thus, the emergence of the
pure �2 structure in GdB4 may be the case that the magnetic
dipole–dipole interaction is dominant.

For TbB4, two antiferromagnetic transitions are identified
at TN1 ¼ 44K and TN2 ¼ 24K.15) The pure �2 structure is
recognized in the intermediate phase (TN2 < T < TN1) with a
large moment of 7.2�B, and a minor component (∼ 30%) of
�6 is mixed into the �2 structure below TN2.36) This mixing

Fig. 10. (Color online) Magnetic structure in phase II of NdB4. The lines
corresponding to d1, d2, and d4 represent the first, second, and fourth nearest
neighbors, respectively. The third nearest neighbors are equal to the lattice
constant c.
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would be interpreted as the coexistence of ferroquadrupolar
ordering similar to DyB4 and HoB4 accompanying mono-
clinic distortion.36,40) Actually, the tetragonal-to-orthorhom-
bic distortion is determined by X-ray diffraction measure-
ments.41) The rotation angle of magnetic moments ’ � 23° in
TbB4 is more or less similar to that for NdB4 in phase II.

So far, even if we take quadrupoles into account, isotropic
exchange interactions could not lift the degeneracy of the �4

and �6 structures. It is also an open question why the �2

structure is induced in phase II of NdB4 even if we consider
the dipolar interaction, since the mixing of the �2 structure
may be inconsistent with the quadrupole scenario. However,
we can imagine that the underlying mechanism related to
quadrupoles and frustration is in common among the RB4

series at least with the �4 or �6 structure where the magnetic
moments rotate 90° from the principal axis of the seven-
membered ring.

The quadrupolar ordering in f electron systems has become
familiar in recent decades even with noncubic (tetragonal)
symmetry.42–47) In most cases, the orbital as well as spin
degrees of freedom (e.g., pseudo-quartet as in NdB4) are a
necessary requirement for multipole phenomena. Quadru-
polar ordering in these systems can be realized when the
quadrupolar interaction is sufficiently strong to overcome the
magnetic interaction. This condition is very important for the
pure quadrupolar order reported in DyB2C2.42,43) However,
we know from many examples that this favorable condition
for quadrupolar ordering is rare and accidental. The
successive transitions with different magnetic components
such as in-plane and out-of-plane ones may be a signature for
the quadrupole order parameter coexisting with the magnetic
order parameter. In this case, the anisotropic magnetic
interaction can cooperate with the quadrupolar interaction
and, consequently, the multicomponent order parameter
including quadrupoles can be stabilized by successive
transitions. Despite these cooperative interactions, the quad-
rupolar interaction is indispensable to realize successive
transitions; in the framework of the mean-field theory, it
is difficult to parameterize the anisotropic interactions to
stabilize the intermediate phase. The ground state will appear
below the single transition point. This type of multi-
component ordering may be the origin of the component-
separated magnetic ordering, reported in simple tetragonal
compounds (so-called “115” system) such as TbCoGa5 and
NpTGa5 (T = Fe, Ni, Rh).48–55) According to this scenario,
we can consider that the local f electron property is the most
essential for the multicomponent order. At the same time,
however, we can point out that the geometrical frustration
effect originated from the SS lattice in RB4 provides the
condition in which the quadrupolar interaction plays an
indispensable role. The magnetic structures in RB4, which are
revealed systematically from our study and previous studies,
can clarify the importance of quadrupolar interaction and
shed light on the emergent phenomena in f electron systems.

We need to further study NdB4 by means of resonant X-
ray scattering, neuron diffraction, and polarization analysis
on single-crystal samples to reveal the magnetic structures
and quadrupolar order parameters. Moreover, the inelastic
neutron scattering study should be carried out in order to
clarify the electronic state and the interaction of 4f electrons
in this fascinating system.

5. Conclusions

We have studied the magnetic structure and the order
parameter of NdB4 with the successive phase transitions at
T0 ¼ 17:2K, TN1 ¼ 7:0K, and TN2 ¼ 4:8K by the neutron
diffraction technique. The diffraction experiments have
revealed the antiferromagnetic ordering with the propagation
vectors q0 ¼ ð0; 0; 0Þ, q0 and qs1 ¼ ð�; �; 0:4Þ (� � 0:14),
and q0 and qs2 ¼ ð0:2; 0; 0:4Þ in phase II (TN1 < T < T0),
phase III (TN2 < T < TN1), and phase IV (T < TN2), respec-
tively. The magnetic structure in phase II has been uniquely
determined by the group representation analysis. This
structure is expressed as a linear combination of antiferro-
magnetic “all-in=all-out”-type (�4) and “vortex”-type (�2)
structures, consisting of a �4 main component plus a small
amplitude of �2. We propose that the quadrupolar order of
most likely the hOxyi quadrupole moments coexists with the
magnetic structure of hJxi and hJyi in phase II, in which the
quadrupolar interaction would be the dominant factor for
stabilizing this noncollinear structure and quadrupolar order.
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